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LHC 
the largest scientific instrument

LHC dipoles: the collider 
backbone

 27 km, p-p at 7+7 TeV 
3.5+3.5 start, 4+4 in 2012
6.5+6.5 TeV in 2015

 1232 x 15 m Twin Dipoles
 Operational field 8.3 T @11.85 kA 

(9 T design)
 HEII cooling, 1.9 K  with 3 km 

circuits (130 tonnes He inventory). 

 Field homogeneity of 10-4, bending 
strength uniformity better then 10-3. 
Field quality control (geometric and 
SC effects) at 10-5.

The dipole line inthe LHC ring
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More than dipoles…

The pletora of SC magnets…

 392 Main Quads Two-In-One rated for a 
peak field of 7 T.

 About 100 other Two-in-One MQs
 32 MQX (low-) single bore for luminosity 

(design L=11034 cm-2s-1), 70 mm 
apertures, about 8 T peak field, high 
quality

 A «zoo» of 7600 «small» Sc magnets 
(correctors  and higher order magnets

 Total: 9 MJ stored energy (at nominal)

 Large detector magnets

ATLAS toroid – 25 m long 1.2 GJ
CMS solenois – 12 m long 2.5 GJ
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SC radiofrequency, Cryogenics, 

LHC: much more than magnets…

400 MHz Standing wave RF
 4 single cell cavities in 

cryomodule, 2 crym per 
beam. Total 16 cavities. 

 Sputtered niobium design 
(as LEP)

 Gradient 5.5 MV/m nominal 
 (8 MV/m available)

 Nominal 2MV, up to 3 MV 
at  8 MV/m

Cryo : 8 x 18 kW@4.5K

Collimators: 146
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The Higgs: the 
needle in a 
haystack

luminosity: 
collision rate)

The Higgs: the 
needle in a 
haystack

luminosity: 
collision rate)

Z μμ

Z μμ event from 2012 data with 25 reconstructed vertices



Why upgrading the LHC?
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0.75 1034 cm-2s-1

50 ns bunch 
high pile up 40 

1.5 1034 cm-2s-1

25 ns bunch 
pile up 40

1.7-2.2 1034 cm-2s-1

25 ns bunch 
 pile up 60

Technical limits 
to lumi increase 

(Machine & 
Experiments)

50  25 ns



The project started in 2010 as  
EC-FP7 Design Study 
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The main objective of HiLumi LHC Design Study is to determine a hardware 
configuration and a set of beam parameters that will allow the LHC to reach 
the following targets:

A peak luminosity of Lpeak = 5×1034 cm-2s-1 with levelling, allowing:

An integrated luminosity of 250 f-1 per year, enabling the goal of 
Lint = 3000 f-1 twelve years after the upgrade. 

This luminosity is more than ten times the luminosity reach of the 
first 10 years of the LHC lifetime.
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The bolt advance in luminosity
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 FP7-HiLumi classified as «success story» by EC FP7-HiLumi classified as «success story» by EC

Cryo@P4

Cryo@P1-P5

Beam diagnostics
BGV

New TAS and VCX



HL-LHC project breakdown structure
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Deep changes in the Inner Triplet region 
(around ATLAS & CMS experiments)
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Magnet the progress

 LHC dipoles features 8.3 T in 
56 mm (designed for 9.3 peak 
field)

 LHC IT Quads features 205 
T/m in 70 mm with 8 T peak 
field 

 HL-LHC 
 11 T dipole (designed for 12 T peak 

field, 60 mm)

 New IT Quads features  140 T/m in 
150 mm > 11 T operational field, 
designed for about 12.5 T).
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16 T

FCC
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LHC low-β quads: steps in magnet technology from 
LHC toward HL-LHC 

LHC (USA & JP, 5-6 m)
70 mm, Bpeak 8 T

1992-2005

LARP TQS & LQ (4m)
90 mm, Bpeak 11 T
2004-2010

LARP HQ
120 mm, 
Bpeak 12 T
2008-2014

LARP & CERN
MQXF
150 mm, 
Bpeak 12.1 T
2013-2020

New structure 
based on bladders 
and keys (LBNL, 
LARP)

New structure 
based on bladders 
and keys (LBNL, 
LARP)
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MQXF

LRossi - Holland@CERN - HiLumi -2Jun2016 16

Laminated structure for series production
Section of MQXF mechanical model

Second long (4 
m) Nb3Sn coil 



MQXF assemby test
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Pad assembly

Collars assembly Coil-pack assembly table

Coil-pack assembly table Bolting the coil-pack Coil-pack assembled



MQXFS1 test
Quench performance

 Ultimate reached 
both at 1.9 K and 
4.5 K

 Reached 85% of 
current limits at 1.9 
K and 93% at 4.5 K
 Significant margin 

confirmed by ramp-
rate

 Full memory

 8 hours at ultimate 
without quenches
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By G. Chlachidzei



11 T review : status
 Change! no 11 T in P2 for ions (magnetic bump + DS collimation 

inside Connection cryostat can make the job)
 However need to anticipate two DS collimators in LS2; the other two 

collimators can be installed in LS3
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InterconnectInterconnect
Space for CollimatorSpace for Collimator

11 T dipole cold mass11 T dipole cold massBy-pass cryostatBy-pass cryostat 15660 mm

LS2LS2
LS3LS3

F. Savary



The various magnets for HiLumi
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Triplet QXF (LARP and CERN) Separation dipole D1 (KEK)

Recombination dipole D2 
(INFN design)

Q4 (CEA)

Skew corrector (INFN)

Corrector sextupole (INFN)

Corrector dodecapole (INFN)

Corrector octupole (INFN)

Corrector decapole (INFN)

Orbit corrector (CIEMAT)

Cross-sections in scale

E. Todesco, HL 
WP3 Leader 
@HiLumi 27.10.15

E. Todesco, HL 
WP3 Leader 
@HiLumi 27.10.15



Cryogenics, SPS-BA6 Cryogenic infrastructure     
for superconducting RF

(HL Crab Cavities or possible future cavities)

SPS 
tunnel

Helium

Cold Liquefaction Box

Reserved for 
Fire detection

Cryodistribution

(valve boxes at extremities 
and 80m cryoline)

Table with 
Crab 

cavities 
and 

proximity 
cryogenics 

Technical infrastructure coordinated by G. Vandoni (BE-RF)
LRossi - Holland@CERN - HiLumi -2Jun2016 21



SCRF: Crab Cavities
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Double QW

RF Dipole



CERN production for DQW for SPS: big effort
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Tuning System

Magnetic Sheilds

He-Tank Tests

DQW Production

HOM Coupler, DQW

Thanks to the EN-
MME team for the 

support to WP4



New TAXS
VAX relocation from machine to experiment side
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ALARA (Improve accessibility, Remote handling)

WP8- Design study, planning 
and coordination with 
experiments : choice for new 
TAXS, relocation of VAX 
modules & services.

F. Sanchez Galan 



LRossi - Holland@CERN - HiLumi -2Jun2016 25

Combination of new TAXN and dedicated mask reduce the energy deposition in the 
superconducting dipole D2 (by absorbing collision debris), this way reducing the risk 
of quenches and damage for any operational scenario. (EDMS 1562627 & 1361110).

P8mini-TAN & protecting 
mask [LS2]
P1 & P5TAXN [LS3]

F. Sanchez Galan 



Progress Vacuum (WP12)
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Analysis of the thermal mechanical 
behaviour during a quench completed. 

Validation test on D1 model in discussion.

Analysis of the heat transfer done. 
Tests at cryolab in preparation

Development of tooling for 
beam screen extremity 

preparation 
(cooling tube bending)

Prototype of RF fingers for 
the interconnections. Good 

results of mechanical and RF 
tests so far.

Prototype of Q1 beam screen.

C. Garion



WP12-Vacuum progress in A/C coating
(an alternative LESS under study)
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• By the end 2016, develop a “modular sputtering source” that can be inserted in a 150 mm slot and 
pulled by cables along D1 and the triplets

• Several coating methods investigated:
1. DC Diode sputtering (@ 2 W/cm; pAr= 0.5 mbar)

2. Magnetron using the magnetic field of the quadrupoles (@ 2 W/cm; pAr= 0.1 mbar)

3. Magnetron using permanent magnets with Ti underlayer + dragging (@ 1W/cm; pAr= 0.1 mbar)

• Achieved: SEY < 1 on a 2 m long beam screen + cold bore system

Permanent magnets

P. Costa Pinto



Transverse Beam Profile Measurements

 Beam Halo Coronagraph
 Prototype installed on Beam 2
 First images with beam acquired

 Beam Gas Vertex Detector
 Prototype fully installed on Beam 2
 First data acquired
 Track reconstruction & vertex fitting 

ongoing
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Beam Position Measurement

 New Stripline BPM in the triplet region
 Layout progressing to position BPMs at locations 

where the two beams do not have parasitic 
encounters
 Only BPM in Q2a still not at optimal position

 RF BPM design optimised to provide highest 
possible directivity

 Mechanical design & integration ongoing

 High bandwidth Electro-Optical BPM
 For crab cavity diagnostic and measuring intra-

bunch instabilities
 First prototype installed in the SPS
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R. Jones
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TDIS Progress

L. Gentini

Updates on mechanical design:
- One common support for the three 

modules (the modules can be 
aligned on surface and then 
installed as a single module in the 
tunnel) 

- All modules are interchangeable
- Interconnection between modules 

were suppressed to improve the 
geometric impedance (now only 15 
mm gap between modules with RF 
contacts)

- Total TDIS length/occupancy equal 
to present TDI (easier integration) 

2016 2017 2018 2019 2020

Final 
mechanical 
design

Prototype 
production 

Series 
production 

Series 
production 

Installation

C. Bracco
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 Frozen underground 
integration as base for CE 
contract February 2016 and 
support to other CE activities 

 In preparation of new lay- out 
IP 1 and IP 5 
 Conjoint work with WP 3, WP 8, 

WP 12, WP 13 for the 
integration of the BPM inside 
Q1 

 Conjoint work with WP 3, WP 9, 
WP 6 for cooling and powering 
of the Q6 at Point 1 and 5  

 Conjoint work with WP 5 and 
WP 12 for the lay-out between 
TAXN and D2   

Courtesy M. Sitko, C. Garion WP 12Courtesy M. Sitko, C. Garion WP 12

TCTPV
TCTPH

TCLX

BPM

VACUUM 
ASSEMBLY

TAXN

VACUUM 
CHAMBER

1 2 3 4

5
789

VACUUM MODULE

610
Courtesy P. Santos Díaz, V. Baglin WP 12Courtesy P. Santos Díaz, V. Baglin WP 12

WP 15 - Progress Integration P. Fessia



SM18 Test Facilitiy Upgrade
1st Magnet Test Facililty Workshop
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The vertical cryostats zone , called Cluster G of about 400 m2 is under upgrade with an extra space called Cluster 
D of 150 m2 to accommodate the test of larger diameter magnets @ higher operating current for HL LHC.

Cluster G Cluster D M.Bajko



3D integration studies
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Power convertersMagnets
Sc link

Cryo line

Control room

SC link test stand
LHC IR Magnets

Integration and SC link test stand 
definition is under study 

M. Bajko



HL-LHC technical infrastructure: WP17

 WP17.1 Civil Engineering
 WP17.2 Electrical distribution
 WP17.3 Cooling and ventilation
 WP17.4 Access & Alarms
 WP17.5 Technical monitoring
 WP17.6 Survey & Alignment
 WP17.7 Transport
 WP17.8 Upgrad. & Cons. of Test/Assembly Facilities for 

HL-LHC
 WP17.9 Logistics & storage
 WP17.10 Operational Safety
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New civil engineering  at Point 5 (CMS, 
France)

New HL-LHC 
underground structures

New HL-
LHC 

ground 
buildings

New CMS 
building extensions

L. Tavian
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Civil engineering underground works at Point 5

L. Tavian

LRossi - Holland@CERN - HiLumi -2Jun2016 36



Example of service integration at Point 5

L. Tavian
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Integration by 
P. Fessia



Other main technical infrastructures

 Electrical distribution: 
 ~14 MW to be distributed at Points 1 & 5
 ~2.5 MW to be distributed at Point 4

 Cooling and ventilation:
 ~14 MW of raw-water cooling at Points 1 & 5
 ~1.9 MW of air cooling at Points 1 & 5
 ~1.7 MW of chilled water cooling at Points 1 & 5
 ~2.5 MW of raw water cooling at Point 4

 Transport:
 1 main 3-t lift at Points 1 & 5
 8 overhead cranes ranging from 3.2 to 25 t at Points 1 & 

5
L. Tavian
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Other main technical infrastructures

 Access, alarm & technical monitoring

Smoke barrier Fire detector

ODH detector

L. Tavian
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Budget and approval/financing process
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CERN MTP (2016-20) containing  HL-LHC and with 
indication of the HL-LHC total CtC (till 2026) was approved 
by Council in 2015.
However to approve credit line, necessary to finance it,  a 
global approval of HL-LHC is seeked next Council!
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Information on the  project: HiLumi book 
(more S&T oriented)
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PDR (Preliminary Design Report)

LRossi - Holland@CERN - HiLumi -2Jun2016 42

Preliminary  
version  delivered 
to FP7 on 30 Nov 
2014

Cleaned-up 
version ready 
spring 2015 (long 
tedious editing for 
yellow paper: 
thanks to I. Bejar).

Published as 
yellow paper
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Industry Workshop : Superconducting 
Technologies for Next Generation of 

Accelerators, 4-5 Dec 2012 @ CERN Globe 
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https://indico.cern.ch/event/196164/page/972-home
101 participants, 42 from 21 companies

https://indico.cern.ch/event/196164/page/972-home
https://indico.cern.ch/event/196164/page/972-home


HiLumi LHC goes to Industry, 26 June ‘15: 
143 attendants! 

https://indico.cern.ch/event/387162/ 
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The boat is – near – full steam…
I hope you come on board 
and helping  to speed up!

LRossi - Holland@CERN - HiLumi -2Jun2016

Contact person for Industry: ISABEL BEJAR ALONSO
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